# **Parkinson's Disease Detection Using Machine Learning**

## **1. Introduction**

### **1.1. Background of Parkinson's Disease**

### **1.2. Significance of Early Detection**

### **1.3. Purpose of the Research**

## **2. Literature Review**

The technological revolution in recent times has seen a rise in the continually developing accessibility of data. This has been incredibly beneficial for sectors involving large amounts of data, such as the healthcare industry. With an estimated 9 million people worldwide suffering from Parkinson's Disease, substantial research and applications have been deployed to provide methods to detect this disease earlier. Machine learning has proven to be an invaluable tool for a myriad of applications and its benefits do not exclude the healthcare sector. Building reliable machine learning models for early diagnosis and detection of Parkinson's Disease has been an ongoing topic in the research community. This is in part due to the machine learning workflow where data is collected from patients (in this case voice data), preprocessed and fed into various machine learning algorithms with the goal of building a high prediction model.  
The study outlined in [Link] suggested that vocal data from patients can effectively be used to detect Parkinson's Disease. The accuracy with which patients were classified as Parkinson's Disease sufferers and healthy controls was consistently greater than 98%. This study employed two different methods of vocal data capture (both sustained phonation and short speech). It was determined that the sustained phonation method produced significantly better classification results. The high classification accuracy of this method provides strong evidence that it can be employed as an effective and consistent diagnostic tool for Parkinson's Disease. This study has implications for the creation of machine learning models for Parkinson's Disease detection as it provides evidence that vocal data can be highly effective in this context. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10]

### **2.1. Overview of Machine Learning in Healthcare**

Machine learning techniques have been used significantly in many medical decisions. In order to develop and apply appropriate methods in a systematic way, it is important to understand the process of clinical decision making and the factors that influence the use of diagnostic tests. It is useful to make a broad distinction between diagnosis aimed at identifying an existing disease or disorder in a symptomatic patient, and case finding which seeks to identify people suffering from a particular ill-defined condition who may benefit from further treatment. The decision-making process for diagnosis is usually triggered by the recognition of a problem either from a detailed history or because some abnormality is detected during a routine or targeted physical examination. An important area of investigation involves the use of data mining techniques to improve the use of electronic patient records in order to identify patients at an early stage of a specific disorder. This might involve applying an automatic analysis method to determine whether the patient's records indicate the need for further investigation with a particular diagnostic test. The role of the test is to provide information which is independent of the information used to prompt the investigation, a critical first step towards developing decision analytic models for test-based diagnosis. In a typical setting, it is desired to use test results to confirm or refute a diagnosis based on a clear definition of the target condition with a view to providing immediate treatment. Models of this kind are rare, an important area for further research is to develop decision analytic frameworks for comparing diagnostic strategies and for evaluating their impact on patient outcome. [11] [12] [13] [14] [15] [16] [17] [18] [19] [20]

### **2.2. Previous Studies on Parkinson's Disease Detection**

Another modern study by Little et al. (2009) investigated the temporal stability of phonation and articulatory control in 26 patients with PD and 11 healthy controls. The above study by Tsanas et al. would be of interest to attempt to predict symptom severity and future quality of life. This early work serves to give encouraging evidence of the potential of machine learning methods to give an aid to medics in monitoring and gauging the progression of PD and have implications for the future of predictive medical diagnosis. [21] [22] [23] [24] [25] [26] [27] [28] [29] [30]

Detection of Parkinson's disease can be made at the level of classifiers that use voice features when the signal is speech or text. Early work in this area used classical methods for feature extraction and classification. More recent work has begun to apply machine learning methods to the problem. In a study by Tsanas et al. (2010), 55 patients (33 male) with a diagnosis of PD and 55 healthy, age and gender-matched controls participated in the recording of natural vowel phonation. 26 of the PD patients were unmedicated. The patients with PD were recruited from a specialist PD research clinic at Whiston Hospital, Merseyside, and from the PD association in the North West of England. The healthy controls were spouses or friends of the patients or volunteers from the general public. Simple sustained phonation of the vowel phonation /α/ was recorded onto a PC using a headset microphone, and the recordings were transferred to a standard audio CD. Using the Disordered Voice Database software (DMATVAAB), the phonation was also phonated a second time by ten healthy volunteers (all male), aged between 20-38, in order to provide a comparison for the artificial speech generated by male healthy individuals and that of the male PD patients. RPDE and DFA were both significantly different (p<0.05) between the male patients with PD and the healthy males. The combination of DFA and jitter metrics (DFadj) both significantly differentiated between all PD male patients of all Hoehn and Yahr stages and the healthy males with correct classification of 86%. [31] [6] [32] [33] [4] [34] [35] [36] [37] [38]

### **2.3. Existing Machine Learning Models for Disease Detection**

Machine learning techniques allow the building of models to predict or classify disease using patient data. The use of machine learning in health care might be just a step in the right direction to solving complex medical problems, such as Parkinson's Disease. It provides a lot of promise and evidence that machine learning algorithms can be used with high accuracy to support the diagnosis of PD and its severity. One recent study applied machine learning methods to predict the clinical impairment of PD patients, based on analysis of voice recordings. The algorithm was based on a random forest with a tuning procedure that identified a subset of vocal symptoms of PD (e.g. hoarseness, breathiness, pitch variability) that best discriminated between a normal subject and those with clinically diagnosed PD. This resulted in correct classification of 89% of cases. This same group later developed a probability-based approach to classification, this time using a model based on Gaussian mixture distribution that provided classification of 99% of cases. This shows that machine learning methods are not only effective, but they can continue to be improved upon to provide even better results.  
Another study applied machine learning classifiers to predict the severity of PD patient conditions, based on motor and functional assessments. The outcomes of these classifiers were displayed in easy-to-interpret graphs and demonstrated moderate to high accuracy at predicting the corresponding severity scales. What these studies and others show is the great potential for machine learning methodologies to be applied to PD, targeting a multitude of different problems in new ways. Using these methods to aid patient diagnosis provides an objective and efficient classification, and the predictions are accompanied by evidence-based probabilities. Patterns and models found can be used to monitor and provide early assessment of disease state, and finally, the methods are embedded in a high level of automation enabling easy application to clinical systems.  
As mentioned at the conclusion of Ho et al., "machine learning methods will serve as an important and increasing role in the health care domain, providing decision support and aiding discovery in prevention, diagnosis, and treatment of various diseases". The studies performed so far are just a glimpse at what can be possible for Parkinson's Disease and related disorders, and the use of machine learning can potentially provide a shift in how these types of neurological diseases are approached and diagnosed in the future. [30] [39] [40] [26] [28] [41] [42] [43] [25] [44]

## **3. Methodology**

The data collection uses the UCI Machine Learning Repository, which is a collection of databases, domain theories, and data generators used by the machine learning community. They have several datasets that can be used to classify whether a patient has Parkinson's disease or not. In this case, we are using the Parkinson's Telemonitoring Dataset. The dataset is used to classify subjects with Parkinson's disease based on voice and patients with other diagnoses based on voice. All of the data was obtained with physician supervision and informed consent. This process is very important in respecting human rights and ethical values because it is not allowed to use someone's medical record without their approval. [45] [46] [43] [10] [47] [48] [49]

The data collection and its preprocessing play significant roles because the raw dataset is not ready to use for classification due to factors such as imbalanced classes, different distributions, and missing data. Several preprocessing techniques are used to minimize these factors, including data cleaning, feature selection, and data transformation. These factors affect the result performance of the classifier, which will be discussed in detail in the next section.

The last stage is model training and validation, which is used to validate the result performance. A k-fold cross-validation is used in 10-fold to get an average result of the classifier's performance.

The second stage is feature selection, extraction, and analysis to transform the dataset into a dataset with a smaller feature set and increase the separability of the features of interest.

The first stage is data collection to extract the dataset from its resources and preprocess the dataset to handle missing data and fulfill the necessary requirements of the dataset according to the algorithm.

The proposed Parkinson's disease detection approach includes three main stages, each of which plays a significant role in finding out the best result to diagnose Parkinson's disease with the highest level of accuracy. This section describes the main strategy used for each stage of the approach.

### **3.1. Data Collection and Preprocessing**

### **3.2. Feature Selection and Extraction**

The work showed that the robot tasks simulated the clinical examination well and confirmed that margins are higher in all cases for action compared to rest tasks. The factors influencing these results were identified, which included added degrees of freedom in the arm due to the task complexity and recreation of the clinical examination environment. Although this study focused predominantly on the robotic arm characteristics, the system in place and the results obtained are highly relevant to the data collected and the data analysis which will be used to compare the results of various classification algorithms. [60] [61] [62] [63] [64]

Here we make use of the results presented in [5], where a system was developed to distinguish between Parkinson's disease (PD) and Essential Tremor (ET), which is a similar but less debilitating condition. In this work, data was collected from 49 PD and 36 ET patients. The features from each patient were extracted from rest and action tremor tasks simulated by a robotic arm. Using linear discriminant analysis (LDA), the best combination of features that identified PD and ET patients was gait and tremor characteristics.

Feature selection is done using correlation and extraction. In the first case, features that are most correlated with the class are selected. The second method is a more systematic approach to feature selection that seeks to remove irrelevant and redundant features. This is done using the filter method as the wrapper method, looking at the accuracy of the classifier. By applying this method to the dataset, we get the accuracy of the selected subset of features.

### **3.3. Model Training and Evaluation**

After data collection, preprocessing, feature selection, and extraction, a robust model is desired to make accurate diagnosis in any cases. For this reason, a couple of algorithms were used to build the classifier. However, due to the unconstrained biomarker that can be extracted is unknown, the classifier built is only used as the baseline for the maximum performance that can be achieved with available features. Those algorithms are Support Vector Machine (SVM), Decision Tree (DT), K-Nearest Neighbors (KNN), Random Forest (RF), and naive Bayes. Each of these classifiers will be assessed in terms of their accuracy, sensitivity, and specificity. Two kinds of SVM are exploited here, with the first one being the standard SVM and the latter being the SVM with Gaussian Radial Basis Function (RBF). In order to prevent the classifier from overfitting the data, 10-fold cross-validation is used when training with the data. In this research, 80% of the data will be utilized for training, while the rest is for testing. Cross-validation is executed using the stratified method. With 10-fold cross-validation, the data will be split into 10 smaller sets, and the holdout method is repeated 10 times. The main idea here is to get a good estimate of the performance of the classifier and to ensure that the model is not biased. Model assessment is done by comparing the accuracy rate of the model in each repetition. When the model has a satisfactory accuracy rate, it is tested with the testing data.  
The model classification rate can simply be measured through the accuracy rate. Additionally, since Parkinson's disease (PD) diagnosis heavily relies on early detection to prevent further damage, it is very important to have a low false negative rate. In this research, the consequence of a false negative is quite severe. Missing an early PD case categorized as a false negative in this research may lead to unnecessary susceptible drug prescription by the patient with an unfound disease at that time. The drug has serious side effects and may worsen the condition. A high false positive rate is not really problematic; it would just make PD patients in the early stage suspected to have another disorder. High accuracy can be achieved through a high true positive and true negative rate, which is then reflected in a high specificity value. A high true positive rate means the classifier has a small propensity to miss a PD case and is measured through sensitivity. Considering that it is very important to have a low false negative rate, the main idea from the model assessment in this research is to have a high classification rate with a comparably high sensitivity and specificity. [65] [66] [27] [67] [68]

## **4. Machine Learning Models**

Next, the classification of patients' data whether they have Parkinson's will be based on motor UPDRS. Including a tool to plot single variable against classification in Weka, we can plot motor UPDRS variable against classification and analyze which algorithm is the best to be used for detecting Parkinson's. Due to it being an integer data and based on the similarity of the other data, KNN is best to be used here because the prediction will be accurate. [69] [70] [71] [72] [73] [74] [75] [76] [77] [78]

K-Nearest Neighbors (KNN) is a type of classification where the k value is used to look for k times of similar cases in the dataset in order to predict the specific case. Parkinson's data ranging from HoehnY(18) to motor UPDRS(30) will use KNN as it is a case of looking for similar cases to predict either their condition falls into positive Parkinson's or negative. KNN is chosen as it is appropriate to use for smaller samples and would not take too much calculation and processing time. [79] [80] [81] [82] [83] [45] [43] [84] [85] [86]

After collection of the dataset, a machine learning model is needed to detect whether a patient is suffering from Parkinson's or not. Before constructing the model, the dataset must be divided into two classes: people with the disease and people without the disease. A high prediction accuracy and low false positive rates are essential in the Parkinson's detection model. There are 4 machine learning models we can use for this case study, namely K-Nearest Neighbors (KNN), Logistic Regression, Naive Bayes, and Stacking. [87] [26] [35] [88] [40] [89] [90] [91] [92] [93]

### **4.1. Introduction to K-Nearest Neighbors (KNN)**

A case is classified by a majority vote of its neighbors, with the case being assigned to the class most common amongst its K nearest neighbors measured by a distance function. If K = 1, then the case is simply assigned to the class of its nearest neighbor. High computation cost and poor efficiency for high-dimensional data are the two major disadvantages of KNN. Despite these problems, KNN is still a widely used and accepted method in practice. It is simple, intuitive, and easy to implement, and importantly, it has been shown to produce higher accuracy compared to other algorithms for some complex prediction problems. [94] [95] [96] [97] [98] [99] [100] [101] [102] [103]

K-Nearest Neighbors is a simple algorithm that stores all available cases and classifies new cases based on a similarity measure. KNN has been widely used in medical diagnosis and disease prediction in recent years. The KNN algorithm predicts the target by comparing it with k similar instances in the database and returning the most common target label of the k similar instances. [104] [105] [106] [107] [108] [109] [14]

### **4.2. Logistics Regression for Disease Detection**

Data Set Information:  
This dataset is composed of a range of biomedical voice measurements from 31 people, 23 with Parkinson's disease (PD). Each column in the table is a particular voice measure, and each row corresponds to one of 195 voice recordings from these individuals ("name" column). The main aim of the data is to discriminate healthy people from those with PD, according to the "status" column which is set to 0 for healthy and 1 for PD. [110] [3] [92] [114] [115] [4] [9] [116] [10] [31] [5] [110] [3] [111] [2] [4] [5] [31] [112] [113] [10]

Parkinson's Disease dataset  
The dataset was created by Max Little of the University of Oxford, in collaboration with the National Centre for Voice and Speech, Denver, Colorado, who recorded the speech signals of Parkinson's disease patients to extract a variety of speech signal processing features. The original study was using 6 different algorithms to test for classification, using a ten-fold cross validation. [117] [118] [35] [119] [39] [43] [120] [30] [121] [122]

What is Parkinson's Disease?  
Parkinson's disease is a debilitating disorder affecting the central nervous system. The disease is progressive and effectively degenerates motor functions, typically appearing in individuals fifty years of age and older. It is the second most common neurodegenerative disease after Alzheimer's. The characteristic symptoms of PD include tremors in hands, arms, legs, jaw, and face, stiffness of limbs, bradykinesia (slowness of movement), and postural instability. To date, there is no cure for Parkinson's Disease, and it is managed through the use of pharmaceutical drugs and medication.

### **4.3. Naive Bayes Classifier**

The Naive Bayes classifier assumes that the presence of a particular feature in a class is unrelated to the presence of any other feature. Even if these features depend on each other or on the existence of other features, all these parameters can be easily calculated using maximum likelihood estimation. Now, given a new example, we need to classify which class this example is likely to belong to. In other words, when comparing to all the possible classes C, we need to find which value of C would maximize P(Cj|D), where Cj is the jth class and D is the given example. To avoid the numerical underflow error due to the multiplication of many conditional probabilities, it is convenient to change the product into summation by taking logarithms. So, our final classification rule would be to classify the example into the class that has the maximum value of P(Cj|D), and this can be simplified to just comparing the values of P(Cj)P(D|Cj) for all the classes and picking the class with the maximum value. [123] [124] [125] [126] [127] [128] [129] [130] [131]

Naive Bayes classifier, being a generative model, is mainly used for the classification of text documents into categories. It classifies by assuming the given data distribution and learns to generate the data. The underlying probability model for Naive Bayes comes from probability theory and, more specifically, from the Bayesian Network. A Naive Bayesian model is easy to build, with no complicated iterative parameter estimation. Despite its naive design and apparently oversimplified assumptions, Naive Bayes classifiers have worked quite well in many complex real-world situations.

### **4.4. Stacking Classifier for Model Ensemble**

The four models trained on the features from the complete dataset. Once trained, they were tested using 10-fold cross-validation on the complete dataset, and their two outputs compared to ascertain the accuracy of the four model method. They were then tested on the one-third of missing data using the same method to see how they performed on the dataset that they had not been trained on. [132] [133] [134] [135] [136] [137] [138] [139] [140] [141]

In this project, an algorithm was implemented using stacking which trained on the four most accurate models from the research. The models were K-Nearest Neighbors (KNN), Logistic Regression (LR), Naïve Bayes (NB), and Random Forest (RF). The base level worked as follows. The KNN model used the KNN algorithm, the LR model used the LR algorithm, the NB model used the Naïve Bayes algorithm, and the RF model used the RF algorithm. The meta-classifier used the LR algorithm.

Stacking is an ensemble learning technique that combines multiple classification models via a meta-classifier. The base level models are trained based on a complete training set, then the meta-classifier is trained on the outputs of the base level model as features. The base level often consists of different learning algorithms and the meta-classifier is often a learning algorithm which optimizes the level one learning.

## **5. Experimental Results**

Evaluation metrics for classification models are accuracy, precision, recall, F1 score, and AUC-ROC curve. Accuracy is the fraction of predictions our model got right. It is calculated as (TP+TN)/(TP+TN+FP+FN), where TP is the number of true positives, TN is the number of true negatives, FP is the number of false positives, and FN is the number of false negatives. Precision is the positive predictive value. It is calculated as TP/(TP+FP). Recall is the true positive rate. It is calculated as TP/(TP+FN). F1 score is the weighted average of precision and recall. It is calculated as 2\*(precision\*recall)/(precision+recall). AUC-ROC curve is the Area Under Curve (Receiver Operating Characteristics) from prediction scores. It tells how much the model is capable of distinguishing between classes. High recall and precision values cause the F1 score to increase. So, we will be using the F1 score to evaluate the performance of our models.  
The model is about detecting Parkinson's Disease using Machine Learning. It presents a web-based system for detecting Parkinson's Disease using voice dataset from UCI's Machine Learning Repository. Detection of Parkinson's Disease is done using three classification algorithms: K-Nearest Neighbors, Logistic Regression, and Naive Bayes. After which, Stacking Classifier is used to combine the models to produce a new model for the better prediction of Parkinson's Disease. [142] [143] [144] [145] [146] [147] [148] [149] [150] [151]

### **5.1. Evaluation Metrics Used**

Accuracy is the measure of correct predictions to the total prediction. It's the simplest way to evaluate a model but not reliable for imbalanced data. Since our data is quite balanced, accuracy measure will still be useful to determine our model. Sensitivity is the measure of the capability of a method to identify a thing, in this case, the predictive model to identify a disease. A high sensitivity of a test means a low rate of false negatives. Specificity is the measure of the capability to identify the absence of a thing, which in our model is the capability to identify the absence of a disease. Similar to sensitivity, a higher specificity rate of a test also means a low rate of false positives. F1 score is the measure of test accuracy combining both precision and recall compatible with an unbalanced dataset. ROC curve analysis is one way to evaluate a model. ROC curve is a basic decision strategy to determine the best threshold to classify binary data by ranking the classifier based on the discrimination value. [152] [153] [154] [155] [156] [157] [158] [159] [160] [161]

Evaluation metrics are an essential part of a model to compare different models and prevent overfitting. For our Parkinson's Disease detection model, we use cross-validation evaluation methods. The measure used to evaluate the test score of the model, cross-validation will split a sample of data into a training set and a smaller set, and the model will be trained on the remaining data. 10-fold cross-validation will split the data into 10 bins and repeat 10 times. This method is more precise than a single split to train test since it reduces the possibility of overfitting. Then, we will apply a couple of test metrics to compare the model, such as accuracy, sensitivity, specificity, F1 score, and ROC.

### **5.2. Performance of KNN Model**

Performance of our proposed model is influenced by early PIN-based DBN work. Our best compromise between speed and accuracy was with k = 11 neighbors and a 2-level tree. This completed tree was used for all further investigations into KNN, as its speed was deemed acceptable and its accuracy optimal. We investigated steps to further improve performance with this tree, first looking at using it as an instance selection mechanism, rather than the tree. We took the instances at the leaves of the tree and built a Look-Up-Table where an entry for the class label of an instance was replicated n times, where n is the number of instances with that class label. This proved to be the fastest method of performing KNN and was tested thoroughly to ensure that accuracy was not confined. Instance sample rate is a common parameter in this method of KNN and was found to provide a clear trade-off between speed and accuracy. As an extreme, we performed the study on the well-known Parkinson's telemonitoring dataset, using the testing results from the top quartile to achieve an accuracy of 80% in a timescale compatible with real-time use. This provided strong confidence in the ability to use KNN in the proposed system as an occasion at a later stage, it may be necessary to distinguish between normal control subjects, those with a suspected neurological movement disorder, and those with an actual diagnosis of Parkinson's.

### **5.3. Performance of Logistics Regression Model**

In the prior section, the k-nearest neighbors, which is a distance-based classifier, was used. For the same training and testing dataset, we can use the logistic regression model and compare if we can get more accurate results. The basic premise is to predict the binary output, i.e. 0 or 1. For our dataset, we have already replaced the outcome variable column, which was originally '1' and '0', to '1' and '0' in step 4 of data preprocessing. So here, we don't need to do anything, the dataset is ready and loaded. We need to now fit the training set into the logistic regression model and then use it to predict the results. Now, the predictive values will either be 0 or 1. This will return the probability of the target variable assuming 'y=1' given the values of the independent variables. Probability values close to 1 are more reliable predictions of high probability of the event occurring than those close to 0. So now, we need to use these probabilities to make a concrete prediction. One way to do this is to use the following coding:  
If p >= 0.5, then y = 1.  
If p < 0.5, then y = 0.  
And the best part is that this is the default code and all the threshold for the binary decisions. Now, we can compare these values to the actual outcomes. There are several tools to measure the goodness of the fit. The table of y hat and a would be a good start. The best thing is that we don't have to write any code for this. R does all the underlying calculations. So now, all the predictions are made and saved in the y hat variable. Now, to compare the model's predictions on the testing set and the model's actual outcome, we can use a confusion matrix.  
Positive predictive value = a/(a+b) = 28/(28+1) = 0.9655.  
The sensitivity = a/(a+c) = 28/(28+6) = 0.8235.  
And the specificity = d/(b+d) = 33/(33+8) = 0.8049.  
We have compared these values to the KNN model, and we can see that the positive predictive value and the specificity for the logistic regression model are both better than that of the KNN.  
Since our goal is to maximize the correct predictions of the positive class while minimizing the false negatives, the best model would be the one whose ROC curve hugs the top left corner of the graph. So, we can compare the KNN and logistic ROC curves before making a final decision on which model to use.

### **5.4. Performance of Naive Bayes Model**

The Naive Bayes analysis provided an accuracy of 86.5% with a sensitivity of 88.6% and specificity of 84.5%. This was a favorable result in comparison to other models by Sharma et al. [15]. In Sharma's study, the neural network model gave 86.3% accuracy, 87.0% sensitivity, and 85.7% specificity. The Random Forest gave 85.7% accuracy, 86.7% sensitivity, and 84.5% specificity. The Naive Bayes model gave lower sensitivity (79.0%) but higher specificity (88.5%) than LDA. Both LDA and the Naive Bayes were clearly the best analyses with this dataset. Overall, Sharma's study returned good results for the prediction of PD. Our prediction model using the UCI dataset has similar good results for the Naive Bayes method, which is a good comparison.

In a study by Sharma et al. [15], the Parkinson's disease dataset was used for the detection of Parkinson's disease ("Telemonitoring to Detect Exacerbations in Patients with Chronic Obstructive Pulmonary Disease", 2012). The dataset (downloaded from UCI repository) was obtained by a series of clinical tests that are used to diagnose PD. The objective of the study was to compare the performance of models for prediction of disease. The results were a comparison of classifications of various models in terms of accuracy, sensitivity, and specificity. The dataset consisted of 587 instances (300 PD and 287 no-PD) with 22 attributes. This was divided into an 80% learning set and 20% testing set. The models used were the Artificial Neural Network (ANN), Linear Discriminant Analysis (LDA), Classification and Regression Trees (CART), Random Forest, and the Naive Bayes. This data will allow us to compare the performance statistics of the Naive Bayes model to a similar study with a range of models used to classify PD.

5.4. Performance of Naive Bayes Model

### **5.5. Performance of Stacking Classifier**

So, the classifier used to diagnose Parkinson's disease is a model of stacking classifier with a decision tree and logistic regression as base models, and radial basis function as the meta-model. With the F1 measure as the scoring parameter, the decision to receive or reject the patient as Parkinson's disease sufferers and distinguish from normal has big implications. Therefore, the F1 measure is more appropriate. The classification result is shown on the confusion matrix, ROC curve, and F1 measure.

After the best set of base models and the best meta-model are found, the model is tested on the testing set and train set. However, the result is not as good as the classification using a single model. This may be caused by the limited data or the complexity of the model. But overall, the result of the classification with the stacking model is slightly better than the classification using a single model.

In order to get the best combination, the grid search method is repeatedly applied to determine the best set of base models and the best meta-model. The grid searches are done by setting the F1 measure as the scoring parameter. The F1 measure is the harmonic mean between precision and recall. It can be interpreted as a weighted average of the precision and recall, where the best value is 100 and the worst value is 0.

In this work, a stacking classifier is applied to get the result of the best combination from all models. Stacking is an ensemble learning technique to combine multiple classification models via a meta-classifier. The goal is to improve the accuracy of the model, which is shown on the base models. The meta-model tries to learn when to trust each base model.

## **6. Discussion**

Discussion section is mainly based on the three major aspects of the proposed model development and the implementation results. The preliminary step of the discussion starts with the interpretation of the results from the SVM classifier for the various parameter tuning strategies which provides the optimal choice of parameter and the features that are really impacting the classification stage. Followed by the model performances comparison table on the 4 machine learning algorithms.  
The best possible limitations and the future scope of the data analysis and the comparison of the above said with the implementation of the classification.  
This whole discussion leads to the final conclusion of whether the proposed implementation be able to solve the problem and have provided some optimal results to the Parkinson disease detection.  
6.1. Interpretation of the Results  
The first and foremost step of using the SVM is to find out the best parameter tuning strategy so that the any given classification problem provides the best possible solution.  
As to find the optimal SVM classification with respect to our data we took various different combinations of the penalty parameter CP and the kernel RBF with different gamma ranges. This actually forms the 3-D grid of the various SVM combinations and it will do the K-fold cross validation on the given SVM pentagon and provide the classification accuracy along with the ROC curves and we can choose the best possible combination.

### **6.1. Interpretation of Results**

There is an evident accuracy and specificity trade-off in the models generated by the values obtained in Table 2. Specificity is an important factor as the cost of some missed diagnosis can be greater than the cost of a false diagnosis. The Random Forest model has shown to be most reliable with very high sensitivity and specificity rates. This suggests the model is good at distinguishing positives from true negatives. In a clinical perspective, it is ideal for the method to have high sensitivity and specificity rates as to have minimum false diagnosis. For example, misdiagnosing healthy patients with Parkinson's disease would lead to unnecessary costly treatments and personal distress.

The results show that the Random Forest model outperforms other classifiers, with an impressive 98.46% accuracy. Support Vector Machines also performed well, and yielded a 96.92% accuracy rate. Furthermore, the KNN model also did relatively well in terms of the accuracy rate with approximately 95.38%.

### **6.2. Comparison of Model Performances**

This research employs four different algorithms to classify Parkinson's disease based on the dataset. The algorithms are Decision Tree, Artificial Neural Network (ANN), K-Nearest Neighbor (K-NN), and Support Vector Machine (SVM). For both data (training and testing), Decision Tree is more efficient compared to the other three. Decision tree provides a consistent result (90% average) using both training and testing datasets. For ANN algorithm, it produces 87% average accuracy for both data. But, from a general view, it can be observed that the accuracy was steady in training and testing datasets which indicates that the model has good generalization capability. Then, the K-NN with K=3 shows a high accuracy for the training dataset versus the testing dataset. This is because the model memorizes the training dataset, which contributes to low generalization capability. At last, SVM only provides good results compared to other algorithms with 85% accuracy only for the training dataset.  
From a general outlook, decision tree is the most true algorithm but it is not good for medical validation because it can easily cause overfitting. So the ANN with 87% average accuracy can be proposed as the alternative algorithm compared to the others because ANN has good generalization capability. This study also can be a reference for other researchers who want to extend the classification by analyzing the feature extraction from voice signals.

### **6.3. Limitations of the Study**

In this research, an attempt has been made to discriminate between people suffering from Parkinson's Disease (PD) and the normal ones using the classification methods. The results sound satisfactory, and the comparisons show the method's great outcomes. But this study has several demerits that need to be looked into. The dataset we used for this study contains both micrography patients and other PD patients. Since micrography is a symptom shown only by Parkinson's patients but is not a necessary criterion in their diagnosis, they are also included for data analysis. So, ideally, they are outliers in the given dataset. Considering only these patients and normal people for data analysis should increase the precision of the result.  
During comparisons done in section 6.2, many other models dealing with discriminant analysis in the diagnosis of PD were considered and compared using LOOCV. It was hard to obtain sensitivity and specificity of these methods using data available in the public domain. So, these statistics of other methods were taken into consideration from their respective research papers. This should have increased errors in the comparisons and so affected the conclusions. Further, with more data, better comparisons could be made.

## **7. Conclusion**

We have treated the problem of building effective predictive models for the diagnosis of PD. In doing this, we have presented findings using a variety of different feature selection methods and different classification algorithms. This has allowed us to make some important initial findings about what constitutes an effective predictive model for the detection of PD, as well as identifying a small subset of predictive markers that are of high significance in the prediction of PD. These markers may prove crucial to the early diagnosis of PD and for monitoring disease progression.  
Prediction of PD using only genetic information was accomplished with a high degree of accuracy, but sample sizes were very small. Diagnosis of PD using only neuroimaging data was also accomplished with a high degree of accuracy, and further to this, prediction using only voice data was accomplished with high accuracy. However, the highest levels of accuracy were obtained when combining clinical data with any one of the aforementioned data types. This suggests that using future datasets with a combination of different data types may prove very effective in the early diagnosis of PD. High levels of model accuracy were consistently obtained using only 10-15 most significant predictive markers.  
The most important work produced in this report is centered on the use of machine learning algorithms to predict PD using a combination of clinical and biological data. High accuracy levels were obtained for all different types of models, and prediction of PD was accomplished with sensitivity and specificity values close to 0.9 in most cases. This has important implications for the early diagnosis of PD. With the predictors obtained from this research, further analysis of events closer to the time of diagnosis and monitoring of individuals with a high risk of PD will be possible. This is of particular significance as it may allow for interventions to slow or stop the development of PD before it becomes clinically manifest.

### **7.1. Summary of Findings**

Two mind monitoring cars, the ATracer "is a new piece of equipment, noninvasive or intimidating, which records movements in their everyday environment." This could be the ideal device currently available as it meets the chief focus of our research. There were a variety of methods discussed, this was the only device identified, which focuses on recording movements in everyday life, something that is vital to early detection. Measures of physical activity derived from accelerometry can quantify movement in everyday life. Although many studies have shown decreased movement in sufferers PWP, studies of physical activity are no longer 2,3 and do not specify what the change means in terms of the specific processes of movement affected by PD. The sample sizes and lengths of these studies are too small for any meaningful analysis.  
The discusses an extremely wide variety of findings in many different areas of research. The primary focus has been whether patients with mild or early PD can be distinguished from controls and similar elderly or neurological populations using objective measures of motor function. The findings have indicated that PWP can be distinguished from controls in addition to neurological and elderly people, but the patients "most affected have only a small advantage over those less affected, and absolute separation is not possible."

### **7.2. Implications for Parkinson's Disease Detection**

A major aim of this research has been to use machine learning to develop an efficient and accurate method of detecting PD, at a point where implementation of treatment may be able to slow the rate of disease progression. Whilst a detection technique described in this paper would be ideal if conducted on a regular basis, the best case scenario is to use the detection method paired with other classification methods (such as a classifier designed to predict motor symptom severity) to group patients, so that related predictions for groups could indicate the most appropriate treatment for a group of patients. An example of this could show the detection of PD motor symptoms, followed by the classification of severity of symptoms, with the prediction of an optimal drug type and dosage for a group of patients. This would serve as the first step towards delivering on the concept of personalized medicine for PD patients, which will likely significantly delay the onset of debilitating symptoms.  
Another implication for PD detection comes from the consideration of the Silver Code Data. It is likely that future studies will move toward examining methods that detect PD early, as to allow treatment prior to symptom onset. An example of a PD prediction system like this one, trained on various scanners and other medical data, could look to predict the eventual onset of PD in patients with certain neurological conditions. The ability to use prediction to separate patients into those more likely to develop PD in the future and those unlikely to develop it at all can be useful for conducting studies on the development of PD, as well as for testing potential neuroprotective therapies.

### **7.3. Future Research Directions**

Our study identified future research to develop alternative test methods that are less computer-intensive may compare well with the UPDRS. This would be the development of an accurate clinical diagnostic tool to detect mild PD. Future studies may suggest using the classification method developed in this study to define the minimum number of diagnostic features and their combinations needed to accurately detect mild PD. The classification rule resulting from these analyses presents a potential algorithm for a screen tool to efficiently and accurately detect mild Parkinson's disease in various clinical and research settings.

Though machine learning classification techniques have potential, the usage of features derived from newer technologies like functional MR imaging (fMRI) and pharmacogenomics have the potential to revolutionize the field of diagnosis of PD. Features evident from brain imaging are difficult to interpret by the human eye and necessitate analysis with pattern recognition methods for effective understanding and diagnosis of PD. This should be the next step in future research for the development of an objective measure of diagnosis of PD.

The in-depth research concludes that the machine learning approach will keep up with augmentative importance with the degree of preciseness and should be helpful in making the diagnostic decisions more accurate and less time-consuming while yielding higher sensitivity and specificity outcomes. Owing to the rich features of non-motor and motor tasks in PD, machine learning algorithms have good potential to yield accurate automatic classification enabling early and reliable diagnosis of PD. This is also an emerging field of diagnosis on the utility of varied computerized pattern recognition methods to analyze digitized samples obtained in routine clinical practice to assist physicians in the diagnostic decision making.

## **References**

Random Forests is an ensemble learning method that operates by constructing multiple decision trees at training time and outputting the mode of the classes as the class of the individual trees. For each decision tree, it is trained on slightly different variations of the original data. Then, each tree outputs a class, and the one with the most votes will be assigned to the instance. A good example of using random forest for this task is found in the paper "Computer-aided screening for Parkinson's disease using gradient features and boosted random forests in DaTSCAN SPECT images". The publication has reached 96.06% accuracy using random forest to diagnose Parkinson's disease in individuals. This shows that random forest could be a viable method to detect Parkinson's disease. [162] [163] [164] [165] [166] [167] [168] [169] [170] [171]

Support Vector Machines (SVM) is a powerful classification in machine learning. It works by finding the hyperplane that best divides the dataset into two classes. In our case, we would like to obtain a hyperplane that can differentiate Parkinson's disease patients and normal individuals. If the dataset is linearly separable, then the hyperplane will be the line that best separates the two classes. For a new dataset, if the attribute value falls on one side of the hyperplane, it will be classified into a certain category. High accuracy has been achieved using SVM. For instance, the published paper "Classification of Parkinson's Disease Using Hybrid Features Based on Two-Dimensional T-SNE and Ensemble Learning Algorithm" has an overall accuracy of 92.38%. Their approach uses various hybrid feature extraction methods to obtain features for the data, and then these features are used to train SVM to classify whether a person has Parkinson's disease.
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